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AI Explainability Model Card Instructions
What is a Model Card[footnoteRef:1] [1:  Sample model card from Google  ] 

A Model Card is a standardized document that explains how an AI system works, what data it uses, and how it will be monitored. Think of it as a "nutrition label" for AI - it helps stakeholders understand what's inside the system and whether it's appropriate for its intended use.
Why is this required?
Model Cards ensure transparency, accountability, and fairness in AI systems that affect Virginia residents. They help agencies meet governance requirements and build public trust.
Getting Started Checklist
Complete the AI Model Card template by following the instructions in this guidebook and use this checklist below to track your progress:
· Section 1: Executive Summary & Governance (Required for all systems)
· Section 2: Technical Documentation (Required for all systems)
· Section 3: Understanding Decisions & Monitoring (Required for Tier 2 & 3 systems)
· Review with AI Data Steward
· Submit for approval per your agency's or VITA’s AI governance process
Time Estimate for Completion	
Tier 1 systems: 2-4 hours
Tier 2 & 3 systems: 8-12 hours
Section 1 - Executive Summary & Governance 
This section establishes accountability and ensures the system aligns with Virginia's AI governance requirements.
	Field
	Requirement
	Example

	Basic Information

	System Name
	A clear, descriptive name of the AI system.

	Predictive Social Service Eligibility Engine (PSSEE)
Permit Application Priority Scorer

	AI Model Owner
	The senior executive accountable for this system (typically an Agency Head or Division Director)
	Name and title

	AI Data Steward
	The staff member responsible for maintaining documentation and monitoring (often from IT or governance teams)
	Name and title

	Risk Classification

	Risk Tier (1, 2, or 3)
	Select the tier determined by your Risk Assessment
Tier 1 (Low-Risk): Minimal impact on individuals
Tier 2 (Moderate-Risk): Some impact but with human oversight
Tier 3 (High-Risk): Significant impact on rights, benefits, or safety 
	Tier 3 (High-Risk)

	Purpose & Boundaries

	Intended Use
	What specific problem does this system solve? Be concrete and measurable.
	To prioritize review of SNAP benefit applications most likely to be approved, reducing average processing time from 30 days to 21 days for straightforward cases.

	Out-of-Scope Use
	What should this system NEVER be used for? This protects against mission creep and misuse. 
	This system must NOT be used to automatically deny applications. All denials require full human caseworker review. It cannot be used for fraud detection or investigations.

	Who is Affected?
	List all groups impacted by this system.
	SNAP applicants, caseworkers, supervisors, quality assurance staff, agency leadership

	Compliance & Oversight

	Regulatory Alignment
	Which laws or regulations apply to this system's data or decisions? 
	SNAP federal regulations (7 CFR Part 273), Virginia Government Data Collection and Dissemination Practices Act, state records retention requirements

	Human Review Requirements

	When must a human review the AI's output? Be specific about thresholds and processes.
	All predictions with confidence scores below 85% require full caseworker review before any action.
Random audit of 10% of high-confidence predictions each month
Caseworkers can override any recommendation with documented justification



Section 2 - The Model Card – Technical Documentation (How and What)
This section provides the technical details needed for auditing and accountability. Work with your IT team, vendor, or data scientists to complete this section 
Data Sources and Quality
	Field
	Requirement
	Example

	Training Data Sources
	List all datasets used to train the model. Include:
· Where the data came from
· Time period covered
· Approximate number of records 
	Virginia SNAP Application Database (2019-2024), 450,000 applications
US Census Bureau demographic data (2020
Virginia Employment Commission quarterly wage data

	How Was Data Prepared?
	Describe how raw data was cleaned and prepared for use 
	Removed duplicate applications, corrected data entry errors, excluded incomplete applications (less than 5% of total dataset)

	Privacy Protection
	How was personally identifiable information (PII) protected?
	All names and Social Security Numbers removed and replaced with randomly generated ID numbers. Direct identifiers stripped before model training. Only authorized staff can link IDs back to individuals.

	Data Fairness Check
	Were there any imbalances in the training data that could lead to unfair outcomes? What was done about it? 
	Initial data review found fewer applications from rural counties (18% vs 25% of state population). Added oversampling to ensure rural applications adequately represented. This reduced prediction accuracy differences between urban and rural applicants from 9% to 2%.

	Data Refresh Schedule
	How often is the training data updated?
	Quarterly - model retrained every three months with new application data


Model Specifications
This section describes the technical approach used to build the AI system.  If you're working with a vendor, request this information from them. If they cannot provide it, this is a red flag.
	Field
	Requirement
	Example

	Model Type & Configuration
	What kind of AI model is this (e.g., Random Forest, Deep Neural Network, LLM)?   Include specific technical details such as key parameters used

	XGBoost Classifier (v1.7.3) with 100 decision trees and max depth of 6.
- Or -
This system uses a "decision tree" approach - like a flowchart that asks a series of yes/no questions to make predictions.

	Model Performance Metrics
	How accurate is the model? Use standard measures:
Accuracy: Overall correctness
Precision: When it predicts yes, how often is it right?
Recall: Of all actual yes cases, how many did it catch? 

	Accuracy: 91.5% (correct 9 out of 10 times)
Precision: 89.3% (when it predicts approval, it's correct 89% of the time)
Recall: 94.2% (it identifies 94% of applications that should be approved)

	Fairness Test Results
	Does the system treat different demographic groups equally? Include specific metrics difference) across relevant demographic subgroups

	Approval rate differences across racial/ethnic group:
White applicants: 78% predicted approval rate
Black applicants: 76% predicted approval rate
Hispanic applicants: 77% predicted approval rate
All groups within 3% of each other - meets our fairness threshold of ±5%*

	Known Limitations & Risks
	What doesn't this system do well? What could go wrong?
	Performs poorly on applications with missing income documentation (accuracy drops to 72%)
May not generalize well to economic conditions significantly different from training period (2019-2024)
Risk: If confidence scores are ignored, could lead to inappropriate prioritization of complex cases



Section 3 – Understanding Decisions & Monitoring (Why)
This section explains how the system's decisions can be understood and how it will be monitored over time. Required for Tier 2 and Tier 3 systems only. There are two types of explanations for how the system makes decisions.
1 - Overall Model Logic Behavior (Global Explanation)
This explanation type focuses on the mechanisms that allow stakeholders to understand the model's logic and trace individual outputs.  This explains what factors are most important to the system in general.
Example of What Factors Matter Most
	Feature
	Overall Contribution

	Household income compared to poverty level
	35%

	Number of dependents 
	20%

	Current employment status 
	15%

	Housing stability
	12%

	Applicant age 
	8%

	Other factors
	10%


In this example, it means that the system weighs household income most heavily when making predictions while employment status and family size are also important factors.
2 - Individual Decision Explanation (Local Explanations)
This explanation type is the most critical for auditing and challenge rights, as it explains why a specific prediction was made for one person's application.
Example of Feature Contribution
[image: The example shows values for
Date/Time, Application UUID,
Model Prediction, Confidence Score, Local Explanation Summary, prediction drivers, score reduction drivers]
Technical Note:  This example uses SHAP (SHapley Additive exPlanations) values to generate the explanations. Your IT team or vendor can provide details on implementation.
For all Tier 2 & 3 predictions, developers must generate and log a local feature contribution report using a method like SHAP/LIME.
Monitoring & Traceability Logs
These logs ensure the system's behavior remains consistent and traceable throughout its lifecycle.
	Field
	Requirement
	Example

	Performance Monitoring
	How will you know if the system stops working well? 
	Automated weekly check: If accuracy drops below 88% for 7 consecutive days, system sends alert to AI Data Steward
Monthly manual review: Data Steward reviews performance dashboard and documents findings

	Fairness Monitoring 
	How will you detect if the system becomes biased over time? 
	Monthly fairness audit across demographic groups
Automatic flag if approval rate difference exceeds 5% for any group
Quarterly report to agency leadership on fairness metrics

	Record Keeping
	What records must be kept and for how long? 
	All high-risk predictions (Tier 3) logged with:
· Input data
· Confidence score
· Individual decision explanation
· Human reviewer decision (if applicable)
· Date and time
· Retention period: 7 years per state records policy
Storage: Encrypted database with access controls

	Incident Response Procedures
	What happens if monitoring detects a problem?
	1. Automated alert sent to AI Data Steward and Model Owner within 15 minutes
2. All high-confidence predictions downgraded to require human review.
3. Root cause analysis initiated within 24 hours
4. Stakeholder notification to affected agency leadership within 48 hours
5. Corrective action plan developed and implemented within 14 days
6. Post-incident report submitted to AI Governance Committee


FAQ
Q: Our system is built by a vendor. How do we complete the technical sections?
A: Request a completed Model Card or the specific technical information from your vendor. This should be part of your contract requirements. If they cannot provide this documentation, consult with your agency's AI Data Steward before proceeding.
Q: What if we don't have someone with a "Data Steward" title?
A: Assign someone from your IT, governance, or program management team to fulfill this role. They will be responsible for maintaining this documentation and monitoring the system.
Q: How often should we update this Model Card?
A: Review and update at minimum annually, or whenever:
· The model is retrained with new data
· The intended use changes
· Performance or fairness issues are detected
· Regulations or policies change
Q: Can we use this for systems we're still evaluating?
A: Yes. Completing a draft Model Card during vendor evaluation helps you ask the right questions and assess whether vendors can meet transparency requirements.
Glossary of Terms
	[bookmark: _Hlk215668623]Term
	Definition

	Accuracy
	The percentage of predictions that are correct overall

	Bias
	Systematic unfair treatment of certain groups in AI predictions

	Confidence Score
	A number (usually 0-100%) indicating how certain the AI is about its prediction

	Data Drift
	When the characteristics of incoming data change over time, potentially making the model less accurate

	Fairness Metrics
	Statistical measures that test whether an AI system treats different demographic groups equitably

	Features
	An individual piece of information used by the AI (e.g., income, age, employment status)

	LIME
	A technical method for explaining individual AI decisions

	Model
	The AI system's mathematical formula that turns input data into predictions

	Precision
	Of all cases predicted as "yes," what percentage were actually "yes"?

	Term
	Definition

	Recall
	Of all actual "yes" cases, what percentage did the model identify?

	SHAP (Shapley Additive exPlanations)
	A technical method for explaining why an AI made a specific decision

	Training Data
	Historical data used to teach AI system patterns

	Validation Data
	Data used to test the AI system's accuracy before deployment





This document was developed with the assistance of AI tools. Human editors have reviewed and edited the document and are responsible for the content.
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Application UUID: 8b3c-0a2f-1e9d-f4b6
Model Prediction: 0.98 (High Likelihood of Approval)

Confidence Score: 98%

Local Explanation Summary:

The prediction was heavily driven by:

+ Household Income-to-Poverty Ratio of 0.8 (+0.42 impact)
+ Three school-aged dependents (+0.28 impact)

+ Current unemployment status (+0.18 impact)

Score slightly reduced by:

+ High liquid assets ($8,500) (-0.09 impact)
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