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Algorithmic Impact Assessment 
Documentation Summary
Part 1 – Algorithmic Impact Assessment (this document) - "Should we deploy this AI?"
· Completed before procurement/development
· Evaluates business case, legal compliance, ethical considerations
· Makes commitments about testing, monitoring, oversight
· Gets approval to proceed
Part 2 -AI Vendor Supplement → "Is this vendor's AI system acceptable?"
· Completed during procurement
· Evaluates AI-specific vendor capabilities
· Focuses on model transparency, bias testing, security, training data
· Informs contract requirements
Part 3 - AI System Implementation & Operations Plan → "How do we deploy and operate this AI?"
· Completed after AIA approval but before deployment
· Implements all commitments from the AIA
· Provides detailed technical procedures
· Becomes operational playbook
Purpose
This Algorithmic Impact Assessment (AIA) helps agencies evaluate AI systems before acquisition or deployment to ensure compliance with the Government Data Collection and Dissemination Practices Act (GDCDPA), the Policy Standards for the Utilization of Artificial Intelligence by the Commonwealth of Virginia, and the Enterprise Architecture Standard (EA-225) for Artificial Intelligence.
When to Complete an AIA
· Before procuring or developing any AI system that processes personal information
· Before deploying AI systems that make or inform decisions affecting individuals
· Before repurposing existing data for new AI applications
· When significantly modifying existing AI systems
· Annually for high-risk AI systems and mission-essential AI systems in production
Who Should Complete This Assessment
· AI System Owner (lead)
· Agency Data Governance Officer (required)
· Agency Information Technology Resource (AITR) (required)
· Information Security Officer (ISO) (required)
· Subject Matter Experts for the business process
· Agency Legal Counsel (for external AI systems and high-risk systems)
Exemptions: This assessment is not required for:
· AI used in defense of COV security systems
· AI embedded within common commercial products
· AI research and development (R&D) activities or instructional programs at public institutions of higher education
Assessment Overview
Instructions: Complete all sections as directed. Answer all questions thoroughly. If a question is not applicable, write "N/A" and explain why. Attach additional documentation as needed. This completed assessment will support the mandatory VITA registry submission and approval process.
Section 1: System Identification
1.1 System Information
	Field
	Response

	Archer ID
	

	AI System Name
	

	System Owner (Name, Title, Contact)
	

	Agency/Division
	

	Sponsoring Secretariat
	

	Planned Deployment Date
	


1.2 System Description
Provide a plain-language description of the AI system and its purpose (2-3 paragraphs):
· What problem does this system solve? Click or tap here to enter text.
· What decisions or actions will the system make or inform? Click or tap here to enter text.
· Who will use the system and how? Click or tap here to enter text.
· What type of AI technology is being used (e.g., machine learning, natural language processing, computer vision, generative AI, robotic process automation)? Click or tap here to enter text.
1.3 System Classification
Check all that apply:
	Deployment Type
☐ New system acquisition
☐ New system development
☐ Modification to existing system
☐ Repurposing existing data for new AI use

	System Type
☐ External vendor system
☐ In-house developed system
☐ Open-source system
☐ Commercial off-the-shelf (COTS)
☐ Hybrid (specify): ___________

	Internal vs. External Classification (Policy Standard III)
☐ Internal AI System - Used only internally by agency to increase efficiency, streamline internal processes; does NOT produce decisions relating to individual citizens or businesses
☐ External AI System - Used to analyze data about individual citizens or businesses, makes decisions relating to citizens/businesses, OR produces outputs directly accessible by citizens/businesses

	Decision-Making Role
☐ Fully automated decision-making (no human review)
☐ Automated decision-making with human review
☐ Recommendation system (human makes final decision)
☐ Analytical tool (no direct decision-making)

	Business Continuity Classification (EA Standard AI-401)
☐ Mission Essential - Must function continuously; impact of outage is immediate and catastrophic
☐ Business Critical - Essential to keep running; outage produces significant disruption but not immediately catastrophic
☐ Non-Critical - Outage will not significantly affect agency mission




Section 2: Business Case and Regulatory Impact Analysis
2.1 Positive Outcome for Citizens (Policy Standard II.a)
Does this AI system produce a positive outcome for the citizens of the Commonwealth?
☐ Yes → Expected positive outcomes (check all that apply):
☐ Reduces wait times for service
☐ Removes barriers to access to government institutions and services
☐ Limits bureaucracy and delays in government
☐ Cuts cost in time and money of working with government
☐ Improves government services and their delivery
☐ Makes Virginia better, safer and/or more productive for all citizens regardless of location or socioeconomic status
☐ Other (describe): ___________
☐ No → AI system cannot be deployed
Quantify expected benefits:
· Expected reduction in processing time: ___________
· Expected cost savings: ___________
· Expected increase in service quality: ___________
· Number of citizens who will benefit: ___________
2.2 AI as Optimal Solution (Policy Standard II.b)
Has the agency examined alternative approaches before selecting AI?
☐ Yes → Complete alternatives analysis below
☐ No → Required before proceeding

Alternatives Considered
	Alternative
	Why Not Selected
	Cost Comparison

	Status quo (no technology change)
	
	

	Non-AI technology solution
	
	

	Process change only
	
	

	Different AI approach
	
	



Why is AI the optimal solution for this problem?
Click or tap here to enter text.
2.3 Regulatory Impact Analysis (Policy Standard II.b)
Has a Regulatory Impact Analysis (RIA) been completed?
☐ Yes → Attach RIA
☐ No → Required before proceeding
RIA Summary:
· Costs (implementation, maintenance, training): ___________
· Benefits (quantified where possible): ___________
· Data sources used in analysis: ___________
· Methods used for cost-benefit calculation: ___________
· Net benefit to Commonwealth: ___________
2.4 Intent Statement (Policy Standard II.c)
Clear statement of AI application intent: Click or tap here to enter text.
Will AI make recommendations or decisions?
☐ AI makes recommendations to human decision-maker
☐ AI makes decisions autonomously (requires additional safeguards)
☐ AI assists in analysis only

Describe the specific role of AI in the business process: Click or tap here to enter text.

Section 3: Data Assessment
3.1 Personal Information Processing
Does this AI system process personal information as defined by GDCDPA § 2.2-3801?
Personal information includes any information that describes, locates, or indexes anything about an individual, or affords a basis for inferring personal characteristics.
☐ Yes → Complete all of Section 3
☐ No → Explain why not and skip to Section 4  Click or tap here to enter text.
3.2 Data Inventory and Classification
List all personal information the AI system will process:
	Data Element
	Source System
	Purpose
	Collection Authority
	Retention Schedule

	Example: Name
	Benefits DB
	Identify applicant
	Va. Code § X
	GS-XX

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	



Check all categories of personal information the system will process:
☐ Basic identifying information (name, address, phone)
☐ Financial information (income, assets, account numbers)
☐ Health information
☐ Criminal justice information
☐ Social Security Numbers
☐ Employment information
☐ Education records
☐ Biometric data (facial recognition, fingerprints) - Special restrictions apply
☐ Location data
☐ Communications content (emails, messages)
☐ Behavioral data (web activity, usage patterns)
☐ Children's information (individuals under 18)
☐ Other sensitive information (describe): ___________
3.3 Facial Recognition Technology (EA Standard AI-704)
Does this system use facial recognition technology?
☐ Yes → Must be limited to biometric authentication only
☐ No → Skip to 3.4
If yes, confirm the following:
☐ Used ONLY for biometric authentication
☐ NOT used to monitor, track, or maintain record of individuals
☐ Legal authority documented: ___________
3.4 Data Classification and Usage Restrictions (EA Standards AI-706, AI-708, AI-709)
What classification of data will this AI system use?
	
Data Classification
	Permitted Use
	Confirmation

	Commonwealth public data (already shared with public)
	May be used in publicly available AI systems; must be registered with COV Data Catalog
	☐ Registered with COV Data Catalog

	Commonwealth non-public data (any level of confidentiality)
	May ONLY be used with approved Commonwealth AI applications running in Commonwealth public/private cloud environments
	☐ Approved Commonwealth AI application
☐ Running in COV cloud

	Confidential data
	Cannot be used in AI systems without proper de-identification
	☐ Data properly de-identified or
☐ Not using confidential data

	Personally Identifiable Information (PII)
	Cannot be disseminated to third parties
	☐ No PII dissemination to third parties


3.5 Third-Party Data Dissemination (GDCDPA § 2.2-3800 et seq.)
Inputting personal information into AI systems (whether external services like ChatGPT or contracted AI platforms) is legally equivalent to disseminating that information to a third party.  
Will personal information be disseminated to the AI vendor or external AI service?
☐ Yes → This constitutes third-party dissemination under GDCDPA
☐ No 
If yes, document:
· Legal authority for dissemination: ___________
· Contract protections in place: ___________
· Vendor security certifications: ___________
· Data Processing Agreement executed: ☐ Yes ☐ No
3.6 Data Quality and Governance (EA Standards AI-010, AI-710, AI-711, AI 606-612)
Data quality requirements:
	Requirement
	Status
	Evidence

	Data is complete, accurate, consistent, timely, reliable, relevant
	☐ Yes ☐ No
	

	Data quality scoring tools employed
	☐ Yes ☐ No ☐ N/A
	Tool: ______

	Minimum 90% accuracy threshold met
	☐ Yes ☐ No
	Current accuracy: ____%

	Address validation software (if using addresses)
	☐ Yes ☐ No ☐ N/A
	Tool: ______

	Email validation software (if using emails)
	☐ Yes ☐ No ☐ N/A
	Tool: ______

	Phone validation software (if using phone numbers)
	☐ Yes ☐ No ☐ N/A
	Tool: ______



Data governance framework:
	Requirement
	Compliant
	Documentation

	Clear policies for data access rights defined
	☐ Yes ☐ No
	

	Data categorization rules established
	☐ Yes ☐ No
	

	Responsibility assignments for data accuracy
	☐ Yes ☐ No
	

	Data managed throughout lifecycle (creation to retirement)
	☐ Yes ☐ No
	

	Data lineage documented (origins and changes)
	☐ Yes ☐ No
	

	Data standardized across enterprise
	☐ Yes ☐ No
	

	Version control systems implemented
	☐ Yes ☐ No
	

	Metadata effectively managed
	☐ Yes ☐ No
	

	Data collection, preprocessing, transformation standards defined
	☐ Yes ☐ No
	

	Data registered with metadata repository (EA AI-703)
	☐ Yes ☐ No
	

	Data owner approval obtained (EA AI-703)
	☐ Yes ☐ No
	Data owner: ______


3.7 Data Repurposing Analysis (GDCDPA § 2.2-3806)
When repurposing data collected for one purpose (e.g., benefits administration) to use in AI applications serving a different purpose (e.g., fraud detection, service optimization, predictive analytics), agencies must:
· Provide new notice to data subjects describing the new AI-based purpose
· Obtain new consent when required by the original collection authority or applicable law
· Document the legal authority for the new AI-based purpose
· The new purpose must constitute a "proper purpose" under the agency's statutory authority
Is this a new use of existing data beyond the original collection purpose?
☐ Yes → Complete repurposing analysis below
☐ No → Document that AI use is consistent with original purpose
If yes:
	Requirement
	Status
	Documentation

	Original purpose documented
	☐ Complete ☐ Incomplete
	

	New AI purpose documented
	☐ Complete ☐ Incomplete
	

	Legal authority for new purpose identified
	☐ Complete ☐ Incomplete
	

	New purpose constitutes "proper purpose"
	☐ Yes ☐ No ☐ Under review
	

	Notice to data subjects required
	☐ Yes ☐ No ☐ Under review
	

	Notice provided to data subjects
	☐ Complete ☐ In progress ☐ Not started
	

	Consent required
	☐ Yes ☐ No ☐ Under review
	

	Consent obtained from data subjects
	☐ Complete ☐ In progress ☐ Not started
	


3.8 AI-Generated Personal Information (GDCDPA § 2.2-3800 et seq.)
Information inferred or generated by AI systems about individuals (such as risk scores, predictions, classifications, or recommendations) constitutes personal information under the GDCDPA when it "describes, locates or indexes anything about an individual" or "affords a basis for inferring personal characteristics.   If discrete pieces of information could be tied together to identify an individual, that collection already constituted "personal information" whether or not AI was needed to connect the dots. AI-generated personal information includes risk scores, predictions, classifications, recommendations, or any inferred characteristics about individuals.

Will this system generate new personal information about individuals?
☐ Yes → Complete this section
☐ No → Skip to Section 4

Types of AI-generated personal information this system will create:
	AI Output
	Example
	Affects Decision-Making?
	Shared with Individual?

	Example: Fraud risk score
	0-100 scale
	Yes - determines investigation
	No

	
	
	
	

	
	
	
	

	
	
	
	



For each type of AI-generated personal information:
Accuracy Requirements (GDCDPA § 2.2-3800.C.5):
· How will accuracy be measured and validated? ___________
· How often will validation occur? ___________
· What is the acceptable accuracy threshold? ___________
· Current documented accuracy rate: ___________
Individual Access Rights (GDCDPA § 2.2-3806):
· How will individuals access their AI-generated information? ___________
· How will explanations be provided in understandable terms? ___________
· Reference Explainability Template completion: ☐ Attached ☐ In progress
Correction Rights (GDCDPA § 2.2-3807):
· How can individuals challenge inaccurate AI outputs? ___________
· What is the process for human review of disputed outputs? ___________
· How will corrections be made and affected decisions reconsidered? ___________
Retention Schedule:
· Applicable retention schedule: ___________
· Will AI model be affected when source data reaches retention limit? ☐ Yes ☐ No
· Plan for model compliance with retention requirements: ___________
Section 4: Legal and Policy Compliance
4.1 Legal Authority
What is the legal authority for this AI system? (EA Standard AI-001)
	Authority Type
	Citation
	Permits AI Use?

	Primary statutory authority
	
	☐ Yes ☐ Unclear

	Additional relevant statutes
	
	☐ Yes ☐ Unclear

	Regulations
	
	☐ Yes ☐ Unclear

	Executive orders/directives
	
	☐ Yes ☐ Unclear



Has legal counsel reviewed and approved this authority analysis?
☐ Yes (Date: ______ Reviewer: ______)
☐ No → Required before deployment for external AI systems
☐ Review in progress
4.2 Comprehensive Compliance Checklist
GDCDPA Compliance (Va. Code § 2.2-3800 et seq.):
	Requirement
	Compliant
	Evidence/Documentation

	Legal authority exists for collection and use (§ 2.2-3800.C.1)
	☐ Yes ☐ No ☐ N/A
	

	Proper purpose documented (§ 2.2-3800.C.2)
	☐ Yes ☐ No ☐ N/A
	

	Necessary and relevant to purpose (§ 2.2-3800.C.3)
	☐ Yes ☐ No ☐ N/A
	

	Required notice provided to data subjects (§ 2.2-3803)
	☐ Yes ☐ No ☐ N/A
	

	Consent obtained when required (§ 2.2-3804)
	☐ Yes ☐ No ☐ N/A
	

	Accuracy standards established (§ 2.2-3800.C.5)
	☐ Yes ☐ No ☐ N/A
	

	Data kept current (§ 2.2-3800.C.6)
	☐ Yes ☐ No ☐ N/A
	

	Individual access procedures in place (§ 2.2-3806)
	☐ Yes ☐ No ☐ N/A
	

	Correction procedures in place (§ 2.2-3807)
	☐ Yes ☐ No ☐ N/A
	

	Security safeguards implemented (§ 2.2-3800.C.8)
	☐ Yes ☐ No ☐ N/A
	

	Access limited to authorized personnel (§ 2.2-3800.C.9)
	☐ Yes ☐ No ☐ N/A
	

	Retention schedules identified and documented
	☐ Yes ☐ No ☐ N/A
	

	Third-party contracts protect personal information
	☐ Yes ☐ No ☐ N/A
	



COV AI Policy Standards Compliance:
	Policy Standard
	Requirement
	Compliant
	Evidence

	I. Ethical Use
	AI models well documented and available for review
	[ ] Yes [ ] No
	

	I. Ethical Use
	AI outcomes validated by humans for bias
	[ ] Yes [ ] No
	

	I. Ethical Use
	System is resilient, accountable, explainable
	☐ Yes ☐ No
	

	I. Ethical Use
	If system is unexplainable, NOT used for decision-making
	☐ Yes ☐ No ☐ N/A
	

	II. Business Case
	Positive outcome for citizens documented
	☐ Yes ☐ No
	See Section 2.1

	II. Business Case
	AI determined to be optimal solution
	☐ Yes ☐ No
	See Section 2.2

	II. Business Case
	RIA completed
	☐ Yes ☐ No
	See Section 2.3

	II. Business Case
	Intent statement documented
	☐ Yes ☐ No
	See Section 2.4

	III. Approval
	Internal vs External classification assigned
	☐ Yes ☐ No
	See Section 1.3

	III. Approval
	Will be entered into VITA registry
	☐ Yes ☐ In progress
	

	III. Approval
	Agency IT rep approval obtained
	☐ Yes ☐ In progress
	Date: Click or tap to enter a date.

	III. Approval
	ISO approval obtained
	☐ Yes ☐ In progress
	Date: Click or tap to enter a date.

	III. Approval
	VITA/CIO approval will be sought
	☐ Yes ☐ In progress
	

	III. Approval
	Secretariat approval will be sought
	☐ Yes ☐ In progress
	

	III. Approval
	Secretary of Administration ethical review (as needed)
	☐ Yes ☐ No ☐ N/A
	

	VI. Data Protection
	Only necessary data used; no unrestricted access
	☐ Yes ☐ No
	

	VI. Data Protection
	All data secured; retention timeframe established
	☐ Yes ☐ No
	

	VI. Data Protection
	Monitoring for anomalies implemented
	☐ Yes ☐ No
	

	VI. Data Protection
	Security tests and metrics established
	☐ Yes ☐ No
	

	VI. Data Protection
	Users know when data is being used by AI
	☐ Yes ☐ No
	

	VI. Data Protection
	Users can consent when possible
	☐ Yes ☐ No ☐ N/A
	

	VI. Data Protection
	Sensitive data only in private AI systems for COV users
	☐ Yes ☐ No ☐ N/A
	



Other Applicable Laws and Policies
Check all that apply and document compliance:
	☐ HIPAA (health information)
☐ FERPA (education records)
☐ CJIS (criminal justice information)
☐ IRS 1075 (federal tax information)
☐ Fair Credit Reporting Act
☐ Equal Credit Opportunity Act
☐ Fair Housing Act
☐ Title VI Civil Rights Act
	☐ Americans with Disabilities Act
☐ SEC 501 (Commonwealth Information Technology Security Standard)
☐ SEC 530 (Audit and Accountability Standard)
☐ EA-225 Enterprise Architecture Standard
☐ Agency-specific policies: ___________




Compliance Documentation:  Click or tap here to enter text.
Section 5: Ethical Use and Human Oversight
5.1 Explainability Requirement (Policy Standard I.d)
Is this AI system explainable?
☐ Yes - system provides clear explanations of decision-making process (Attach ODGA AI Explainability template)
☐ Partially explainable
☐ No - "black box" system
If "No" (unexplainable/black box):
☐ System is NOT used for decision-making or approval processes (required by Policy Standard I.d)
☐ System IS used for decision-making → DEPLOYMENT PROHIBITED
5.2 Discrimination and Bias Assessment (Policy Standard III.b.i, EA Standard AI-005)
Does this AI system comply with legal requirements regarding protected characteristics?
Protected characteristics that could be affected:
	☐ Age
☐ Genetic information
☐ Color
☐ Ethnicity
☐ Race
☐ Creed
☐ Religion
☐ National origin
☐ Ancestry
	☐ Sex
☐ Gender identity or expression
☐ Sexual orientation
☐ Marital status
☐ Familial status
☐ Pregnancy
☐ Veteran status
☐ Disability
☐ Lawful source of income



Will this system result in unlawful discrimination or disparate impact?
☐ No - system designed to be fair
☐ Uncertain - bias testing required
☐ Yes → DEPLOYMENT PROHIBITED
Human oversight for matters involving protected characteristics:
☐ Human oversight established and will be exercised (required by EA AI-005)
☐ Not applicable
Bias Assessment Plan:
· Methodology for testing disparate impact: ___________
· Data stratification approach: ___________
· Metrics to be evaluated: ___________
· Acceptable disparity thresholds: ___________
· Frequency of bias testing: ___________
· Responsible party: ___________
Training Data Representativeness:
· Does training data represent affected population demographics? ☐ Yes ☐ No ☐ Uncertain
· Are protected groups adequately represented in training data? ☐ Yes ☐ No ☐ Uncertain
· Have historical biases in source data been identified? ☐ Yes ☐ No ☐ Not assessed
· If yes, how are historical biases being addressed? ___________
5.3 Human Oversight (Policy Standard I.c, EA Standard AI-105)
Level of human involvement:
☐ Human-in-the-Loop (human reviews each decision before action) - Required for Mission Essential and Business Critical processes
☐ Human-on-the-Loop (human monitors and can intervene)
☐ Human-over-the-Loop (periodic human review of system performance)
☐ Fully automated (no human review of individual outputs)
If Mission Essential or Business Critical, confirm:
☐ Human-in-the-Loop implemented (required by EA AI-105)
Validation by humans for bias and unintended consequences (Policy Standard I.c):
· How are AI outcomes validated by humans? ___________
· How often does validation occur? ___________
· Who is responsible for validation? ___________
· What happens when validation fails? ___________
Can humans override AI decisions?
☐ Yes → Override procedures documented: ☐ Yes ☐ No
☐ No → Justification: ___________
Staff training (Policy Standard III.b.iii, EA Standard AI-008):
☐ Training on AI capabilities and limitations
☐ Training on ethical considerations
☐ Training on bias mitigation
☐ Training on data privacy
☐ Training on accountability
☐ Training on security
☐ Training on how to identify AI errors
Training completion tracked:☐ Yes ☐ No
5.4 Risk Assessment and Mitigation (Policy Standard III.b.iv, III.b.v)
Assess risks in the specific context:
	Risk Category
	Identified Risks
	Mitigation Steps
	Guardrails in Place

	Cybersecurity
	
	
	

	Data protection and privacy
	
	
	

	Health and safety of individuals/businesses
	
	
	

	Service disruption
	
	
	

	Inaccurate results
	
	
	

	Biased outcomes
	
	
	

	Unauthorized access
	
	
	

	Over-reliance on AI
	
	
	

	Other:
	
	
	



Additional guardrails necessary to protect citizens and businesses:
Click or tap here to enter text.
Section 6: Transparency Requirements
Complete only for External AI Systems
6.1 Mandatory Disclaimer (Policy Standard IV.b)
Select the appropriate disclaimer for this system:
If AI makes the final decision or output:
☐ Will use: "DISCLAIMER: This decision or output was generated by artificial intelligence."
If AI assists in a process but human makes final decision:
☐ Will use: "DISCLAIMER: This decision or output was created with assistance from artificial intelligence."
Where will disclaimer be displayed?
Click or tap here to enter text.
6.2 Enhanced Transparency for External Decision-Making Systems (Policy Standard IV.c)
If system makes external decisions regarding citizens, provide:
How AI is used to arrive at decision:
Click or tap here to enter text.
Extent of human involvement in validating and overseeing decisions:
Click or tap here to enter text.
Options for individuals to appeal decisions:
☐ Appeal process available 
☐ No appeal available
Appeal procedures (if available):
Click or tap here to enter text.
6.3 Third-Party AI Product Transparency (Policy Standard IV.d)
If using third-party AI product, disclosure must include:

	Required Information
	Response

	Which data sets the AI product utilizes
	

	Specific cutoff date for data set
	

	Relevant description of biases embedded in program
	

	Warranties provided by AI program owner
	


6.4 COV Design System Compliance (EA Standards AI-102, AI-103)
For AI in COV Web Systems:
☐ AI use labeled per COV Design System guidance
☐ Clear description of how AI component is used displayed
☐ Underlying data sets disclosed
☐ Value being provided explained
Section 7: Security and Operational Requirements
7.1 Commonwealth Security Standards Compliance (EA Standard AI-701)
Does this system conform to Commonwealth security standards?
☐ Yes → Document compliance through SSP
☐ No → Exception required before deployment
Applicable security standards:
☐ SEC 501 (IT Security Standard)
☐ SEC 530 (Audit and Accountability)
☐ Other: ___________
7.2 Critical Security Controls (EA Standards AI-702, AI-716, AI-717, Policy Standard VI.iv)
	Control
	Implemented
	Details

	AI system decision paths logged for traceability (EA AI-702)
	☐ Yes ☐ No
	Log Retention: Click or tap here to enter text.

	Access controls and authentication
	☐ Yes ☐ No
	

	Protection of AI models from unauthorized access
	☐ Yes ☐ No
	

	Protection from tampering or theft
	☐ Yes ☐ No
	

	Encryption at rest
	☐ Yes ☐ No
	

	Encryption in transit
	☐ Yes ☐ No
	

	Audit logging
	☐ Yes ☐ No
	

	Intrusion detection
	☐ Yes ☐ No
	

	Security incident response plan
	☐ Yes ☐ No
	Reference: ______



Security tests and metrics tracked (Policy Standard VI.iv):
☐ Red-teaming activities
☐ Frequency and rate of anomalous events
☐ System down-time
☐ Incident response times
7.3 Monitoring Requirements (EA Standards AI-713, AI-714, AI-715)
AI monitoring shall detect and track:
	Monitoring Type
	Implemented
	Responsible Party
	Alert Thresholds

	Model degradation
	☐ Yes ☐ No
	
	

	Concept drift
	☐ Yes ☐ No
	
	

	Biases
	☐ Yes ☐ No
	
	

	Resource utilization
	☐ Yes ☐ No
	
	

	Resource utilization patterns
	☐ Yes ☐ No
	
	

	Model performance metrics
	☐ Yes ☐ No
	
	

	Model accuracy metrics
	☐ Yes ☐ No
	
	


7.4  Business Continuity Plan (EA Standard AI-013)
Business continuity plan for AI failure:
☐ Plan documented
☐ Plan tested
☐ Staff trained on plan
☐ Manual procedures available
Recovery Based on Classification
Mission Essential AI Systems (EA Standard AI-402)
☐ Deployed in highly available configuration
☐ Recovery Time Objective (RTO): < 15 minutes
☐ Recovery Point Objective (RPO): < 15 minutes
Business Critical AI Systems (EA Standard AI-403)
☐ RTO: 4 hours
☐ RPO: 4-24 hours
Non-Critical AI Systems (EA Standard AI-404)
☐ RTO: 24 hours
☐ RPO: 25-48 hours
7.5 Vendor Assessment Summary (Policy Standard V)
Complete only for third-party/vendor AI systems
Vendor name and product: Click or tap here to enter text.
Core vendor requirements met (Policy Standard V):
	Requirement
	Completed
	Evidence

	Rigorous vendor selection completed
	☐ Yes ☐ No
	

	Vendor security audits and screenings verified
	☐ Yes ☐ No
	

	Red-teaming results reviewed
	☐ Yes ☐ No
	

	Data protection standards verified
	☐ Yes ☐ No
	

	Contract includes required protections
	☐ Yes ☐ No
	

	Developer warranties obtained
	☐ Yes ☐ No
	



Reference: Complete detailed Vendor AI Assessment Checklist (separate document) and attach to this AIA.
Section 8: Post-Deployment Commitments
8.1 NIST AI Trustworthiness Certification (EA Standard AI-601)
This AI system will be annually certified for trustworthiness according to NIST AI 100-1 characteristics:
☐ Committed - Agency will complete annual NIST trustworthiness assessment post-deployment
Initial assessment of readiness:
	NIST Characteristic
	Ready for Certification
	Notes

	Valid and Reliable
	☐ Yes☐ Needs work
	

	Safe
	☐ Yes☐ Needs work
	

	Secure and Resilient
	☐ Yes☐ Needs work
	

	Accountable and Transparent
	☐ Yes☐ Needs work
	

	Explainable and Interpretable
	☐ Yes☐ Needs work
	

	Privacy-Enhanced
	☐ Yes☐ Needs work
	

	Fair with Harmful Bias Managed
	☐ Yes☐ Needs work
	


Reference: Agency will complete comprehensive NIST AI Trustworthiness Assessment (separate document) annually after deployment.
8.2 Testing, Validation, and Monitoring Plan (EA Standard AI-602)
Commitment to Test, Evaluation, Verification, and Validation (TEVV) throughout AI system lifecycle:
☐ Pre-deployment testing plan documented
☐ Performance metrics established
☐ Ongoing monitoring procedures established
☐ Incident tracking system implemented
☐ Error management procedures established
☐ Redress and response processes documented
Performance metrics:
	Metric
	Target
	Testing Frequency

	Overall accuracy
	
	

	Precision
	
	

	Recall
	
	

	False positive rate
	
	

	False negative rate
	
	



Ongoing monitoring schedule:
· Periodic updates: ☐ Yes☐ No | Frequency: Click or tap here to enter text.
· SME recalibration: ☐ Yes☐ No | Frequency: Click or tap here to enter text.
· Bias testing: ☐ Yes☐ No | Frequency: Click or tap here to enter text.
· Model retraining based on new data: ☐ Yes☐ No | Frequency: Click or tap here to enter text.
8.3 Required Post-Deployment Activities
Schedule for ongoing compliance:
☐ Annual trustworthiness certification (EA AI-601)
☐ Annual re-assessment for high-risk and mission-essential systems
☐ Performance monitoring reports: Frequency _______
☐ Bias testing: Frequency _______
☐ Accuracy validation: Frequency _______
☐ Benchmark testing (if real-time system): Frequency _______
☐ Public participation opportunity (if applicable): Frequency _______
☐ Registry information updates: As needed
Reference: Agency will complete AI System Implementation & Operations Plan (separate document) documenting detailed procedures for all post-deployment activities.
Section 9: Risk Level Determination and Approval
9.1 Overall Risk Classification
Based on the assessment above, classify this AI system's overall risk level:
☐ Low Risk
· Minimal personal information processing
· Internal use only OR no automated decision-making affecting individuals
· Limited potential for harm
· Strong safeguards in place
· High transparency
☐ Medium Risk
· Processes personal information
· External system that informs but does not make decisions
· Moderate potential for harm
· Adequate safeguards in place
· Reasonable transparency
☐ High Risk
· Processes sensitive personal information
· External system that makes or heavily influences decisions affecting individuals' rights, benefits, or opportunities
· Significant potential for harm if system fails or is biased
· Requires robust safeguards and ongoing monitoring
· Full transparency and explainability required
Justification for risk classification:
Click or tap here to enter text.
9.2 Deployment Prohibitions - Confirm No Prohibitions Apply
This AI system CANNOT be deployed if any of the following apply:
☐ Unexplainable AI used for decision-making or approval processes
☐ Will result in unlawful discrimination or disparate impact
☐ Does not produce positive outcome for citizens of Commonwealth
☐ AI not determined to be optimal solution
☐ No Regulatory Impact Analysis completed
☐ Not entered into VITA registry
☐ Missing required approvals
☐ Uses facial recognition for monitoring/tracking
☐ Will disseminate PII to third parties without proper authority
☐ Uses confidential data without proper de-identification
☐ Uses publicly available AI system with non-public Commonwealth data
☐ Uses copyrighted training
Confirmation: ☐ No deployment prohibitions apply to this system
9.3 Required Approvals
	Approver
	Required for Risk Level
	Name
	Signature
	Date

	AI System Owner
	All levels
	
	
	

	Data Governance Officer
	All levels
	
	
	

	Agency IT Resource (AITR)
	All levels
	
	
	

	Information Security Officer (ISO)
	All levels
	
	
	

	Business Process Owner
	All levels
	
	
	

	Legal Counsel
	External AI & High Risk
	
	
	

	Chief Information Officer
	High Risk
	
	
	

	Agency Head/Designee
	External AI & High Risk
	
	
	

	VITA/CIO of Commonwealth
	All levels (per Policy)
	
	
	

	Agency Secretariat
	All levels (per Policy)
	
	
	

	Secretary of Administration
	As determined
	
	
	


9.4 Conditions of Approval
Are there conditions or requirements that must be met before deployment?
☐ Yes → List below
☐ No → Proceed with deployment plan
Conditions:
Click or tap here to enter text.
Click or tap here to enter text.
Click or tap here to enter text.

Responsible party for verifying condition completion: ___________
9.5 Assessment Completion
I certify that this assessment has been completed thoroughly and accurately to the best of my knowledge, and that this AI system complies with the Government Data Collection and Dissemination Practices Act, the Policy Standards for the Utilization of Artificial Intelligence by the Commonwealth of Virginia, and the Enterprise Architecture Standard (EA-225) for Artificial Intelligence.
	Role
	Name
	Signature
	Date

	AI System Owner
	
	
	

	Data Governance Officer
	
	
	

	AITR
	
	
	

	ISO
	
	
	


Appendices
Documentation Checklist
Required attachments:
☐ Regulatory Impact Analysis (RIA)
☐ ODGA AI Explainability Template (if generates personal information)
☐ Vendor AI Assessment Checklist (if using third-party vendor)
☐ Data Processing Agreement (if disseminating to third party)
☐ Legal authority analysis (for external AI systems)
☐ AI System Implementation & Operations Plan (documenting detailed post-deployment procedures)

To be completed post-deployment:
☐ NIST AI Trustworthiness Assessment (annually)
☐ Architecture Overview Document (AOD)
☐ Model testing and validation reports
☐ Bias testing methodology and results
☐ Training materials for system users
☐ Business continuity plan details
☐ Monitoring and reporting procedures

Assessment Updates Required When:
· AI system functionality significantly changes
· New data sources are added
· Decision-making role changes
· Vendor changes
· Material changes to affected population
· Significant incidents occur
· Annually for high-risk systems and mission-essential systems
· Biannually for business-critical systems
· Every three years for non-critical systems
· When moving from internal to external classification




This document was developed with the assistance of AI tools. Human editors have reviewed and edited the document and are responsible for the content.
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